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Abstract

Multimedia messaging is expected to become a major
application for next generation mobile computing and com-
munication devices. Heterogeneous capabilities of these de-
vices, however, require adaptation of multimedia messages
before rendering on any specific device. To achieve this in
case of video messages, video analysis has to be performed
to extract the structure of the video and control the message
adaptation. This paper describes the universal multimedia
messaging scenario and presents a short overview of exist-
ing video structuring approaches. A computationally effi-
cient method for analyzing a video message in this scenario
is introduced and a prototype for universal multimedia mes-
saging conforming to the emerging MPEG-7 standard will
be outlined.

1 Universal multimedia messaging

The rapid development of mobile devices and wireless
communication networks will put devices capable of mul-
timedia into the pockets of mobile people. Messaging ap-
plications which are today text-based will allow to send and
receive multimedia content anywhere, anytime, using any
device. Due to the heterogeneous capabilities of the dif-
ferent communication devices (e.g. screen size, computing
power), the changing network characteristics while the user
moves (e.g., bandwidth, delay) and the different situations
in which a user is involved (e.g., in a meeting, driving), mul-
timedia content will have to be adapted to devices, networks
and user preferences. This concept is called Universal Mul-
timedia Access (UMA).

Integrating UMA functionality into an asynchronous
multimedia messaging system will allow a sender to com-
pose a message without having to know the technical char-
acteristics of the recipient’s messaging equipment. Simi-
larly, a recipient can instruct the system how to transmit
and present messages. We will call this a Universal Mul-
timedia Messaging (UMM) system. UMM requires meta
data to be stored and transmitted along with the message
in order to provide the information needed for adaptation.
In the UMM case, it is advantageous to use MPEG-7 [5] as
a standardized meta data format. These meta data should
be generated automatically as far as possible, but can also
be provided by the user to emphasize or annotate parts of
the message. In this paper, we will describe how UMM can
be achieved in the case of asynchronous video messages.
Video analysis methods are necessary to extract the meta
data from the video.

We will first briefly review existing methods for video
structuring and abstraction, which have originally been de-
veloped for video browsing and retrieval purposes to aid a
user in rapidly understanding the essence of a video mes-
sage without full replays. After that, a new analysis ap-
proach for UMM will be described. Finally, we put the
analysis into the context of the M3Box, which is a proto-
type UMM system conforming to MPEG-7.

2 Related work

The process of generating a video structure with mean-
ingful visual representations is at large comprised of two
parts: temporal video segmentation and content abstraction
or presentation.

Much of the work in temporal video segmentation con-
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siders global characteristics of the video sequence and de-
tects video subunits (or so-called shot) boundaries, i.e.,
cuts [6, 7] and dissolves or fades [4]. The exploited features
are typically obtained or derived either from the pixel do-
main, e.g. color histograms [14] and motion vectors [1], or
from the compressed domain, e.g. Discrete Cosine Trans-
form (DCT) coefficients and motion vectors [3, 13] of mac-
roblocks. Moreover, a semantic attribute set is applicable
in some domain-specific techniques, e.g. for news pro-
grams [8].

For video abstraction and presentation, there are two ba-
sic approaches. On the one hand, an indexing set of key in-
formation is used to present a video summary. For example,
Toklu and Liou [11] proposed motion-parameter-based key-
frame selection algorithms. On the other hand, representa-
tive synthetic images are computed from the video. For in-
stance, Teodosio and Bender [10] proposed a technique to
produce salient video stills reflecting the aggregate of the
temporal changes with the salient features preserved, and
Tanigushi et al. [9] used panoramic icons to represent the
entire visible contents of a scene.

3 Video analysis in the context of UMM

For UMM, a video analysis technique is required which
is able to detect the video structure and to extract an ab-
straction preserving the main information recorded in the
video. This extracted description will be used to control the
media adaptation. The proposed technique considers the
imaged scenery at the background and independent object
movements in front of it, and proposes

(a) a meaningful video structure or a group of segments of
interrelating characteristic, i.e., coherent camera mo-
tion, and

(b) representative key-frame indices, where a group of sin-
gle frames represents important events recorded by the
message creator.

Video messages have some specific characteristics which
have to be taken into account when detecting structure.
Usually, they have been recorded from a hand-held cam-
era or mobile videophone, where no zoom and no special
cinematic tools like video merging, fading, and dissolving,
are available. Thus, the temporal video structure can be de-
rived considering two characteristics: hard cuts which are
obtained directly via the device interface (e.g., Start/Stop
button), and camera work primitives (e.g., still, pan) which
describe segments of coherent camera motion.

To generate an abstraction, key-frames are selected in or-
der to capture key events according to the following criteria:

� background: key-frames are selected to represent the
background recorded during camera movements;

� object behaviors: key-frames are selected when the
objects in front of the background create important
events, i.e., their appearing sizes are at the largest, they
are at the center-most position, or they are moving into
or out of the operating camera frame.

     Read motion vectors & positions
of macroblocks from MPEG-1 message

  Perform spatial segmentation and
classify to background & foreground

Define objects from the proposed
           foreground area

 Track inter-picture objects and
  characterize object sequences

      Select key-frames according to
camera motions and object appearances

Estimate four-parameter camera
 motions at the background area

[Foreground area] [Background area]

Perform temporal segmentation based
on the estimated camera motions

Figure 1. Video analysis sub-processes.

As the analysis tool will either operate on a user terminal
with a slow CPU or on a heavily loaded server in the net-
work, the algorithm’s computational complexity should be
as small as possible. We thus propose to exploit the encoded
motion information in the compressed domain (MPEG-1).
To further reduce the algorithm complexity, it considers
only motion vectors encoded in P-type pictures. The over-
all system process (see figure 1) is summarized as follows:
The system takes macroblock-based motion vectors as the
input set. For each picture in a video sequence, a spatial seg-
mentation process is carried out to classify spatial elements
in macroblock units to background or foreground. For the
background set, the camera motion is estimated based on a
four-parameter affine model, while the objects are defined
and tracked according to the foreground set. The structur-
ing and key-frame selection algorithms are then executed.
In the next section, some of these building blocks are de-
scribed in greater detail.
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4 The proposed analysis method and its
building blocks

The video analysis system consists of the following
components: spatial segmentation, background-foreground
classification, object tracking, camera motion estimation,
temporal segmentation, and key-frame selection. A more
detailed description of the method will appear in [12].

4.1 Spatial segmentation and classification

The spatial segmentation functions as a preprocessing
unit; it identifies which spatial unit of the input set belongs
to the regions of background or foreground. To achieve this,
the algorithm creates an overlaying layer on top of each pic-
ture. A layer is composed of a set of spatial regions of co-
herent characteristic explained in terms of the Jacobian ma-
trix of the motion vectors, whereby the spatial relationship
of each motion vector can be described with respect to those
of neighboring macroblocks.

4.1.1 Region generation

The input set is classified spatially by evaluating the Jaco-
bian matrix of the motion vector field for each macroblock.
This 2x2 matrix describes the spatial relationship of motion
vectors in terms of the changing rate of both motion vector’s
horizontal and vertical components:

J ��������� �	��
����������������� � ��������� ���������� � ����� ��� �"!
where ��� and ��� are the horizontal and vertical compo-
nents of each motion vector at coordinate

�	��
���
. For ev-

ery two adjacent macroblocks, the difference of their Jaco-
bian matrices is computed by a quadratic distance measure
and the macroblocks are labeled according to the following
rules:

� of any two adjacent macroblocks, if the four elements
in both Jacobian matrices are not sufficiently different
according to a threshold #$&%(' , they are labeled as be-
longing to the same region;

� otherwise, they are labeled as belonging to different
regions.

4.1.2 Region classification

Each macroblock is then classified as background or fore-
ground according to the overlaying regions as follows:

1. In each picture, the largest region is defined as back-
ground if it is sufficiently large according to a thresh-
old #*),+.-

2. Foreground regions are defined as follows:

(a) in case the background exists, other regions are
defined as foreground (or intra-picture object) if
and only if they are sufficiently big according to
a threshold #*/�-

(b) in case the background does not exist, there is no
foreground;

3. Regions with a size less than #0/�- are considered as un-
defined.

4.1.3 Region precision improvement

Because the defined regions are sensitive to the chosen
thresholds and this situation particularly leads to impreci-
sion of the object shape, a closing algorithm is applied to
improve the object outline. If the motion vector of a mac-
roblock is sufficiently similar to the average of the motion
vectors at all adjacent macroblocks, the label of the over-
laying region will be replaced with that of the neighbors’
majority. After that, because each defined object region is
frequently composed of multiple heterogeneous-motion re-
gions, the object definition can be improved by an adapted
seed fill algorithm. It groups all adjacent non-background
macroblocks into a single region.

4.2 Camera motion estimation

After the spatial classification, the camera motion can
be estimated from the motion vectors of the background
macroblocks or from all macroblocks if no background has
been found. The process is based on a four-parameter affine
model, which is suitable because for most considered video
sequences it is assumed that the camera rotation angles are
small and the imaged scene is flat. The reference equation
is expressed as follows:1 ������3254 1�6 /87:9;7 6 /=<,>6 /=<,> 6 /87:9 2=? 1 � � 2A@ 1 # �# �32
where the four parameters of the estimated camera motion
are horizontal translation # � , vertical translation # � , rota-
tion angle <,> , and zooming factor

6 / . The estimate of the
four parameters ( # � , # � ,

6 / , <,> ) is determined by search-
ing for the point where the derivatives with respect to those
four parameters of the following cost function (MSE) are
equal to zero (considering only the motion vector set ��B
of the background macroblocks, and C�D � 6 /E7F9 andCHG � 6 /=<,> ), where I is an index into the set of mac-
roblocks:JKML�NPO�QPRTSVU=W KYX�Z\[*]^K`_�Z�abcKTX=d U�e a _ RYSgf&W KhX�Z�a0]^KhX�Z\[*bcKYX=d f,e a0i
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Since we are dealing with videos shot from a hand-held
camera prone to camera shake, we have to reduce the jit-
tering superimposed to the camera motion parameters. To
achieve that, each of the four estimated parameter time-
series is filtered with a low-pass filter.

4.3 Object tracking

This process tracks the classified intra-picture fore-
ground regions (see section 4.1) among successive pictures.
The algorithm tracks the calculated centroid of each object
along the time axis, and then matches each object with the
one of the nearest distance at the previous picture. The main
characteristics of the objects (size, position, lifespan) are
captured for the purpose of selecting key-frames later.

4.4 Temporal segmentation

Temporal segmentation detects segments of coherent
camera motion. First, segments are classified into still and
moving-camera ones by comparing the magnitude of the
camera motions with a threshold #������ .

Next, the process further refines the result set of the de-
fined moving-camera segments. It combines both transla-
tional motion components of every two adjacent frames into
a single measure – translational angle. A temporal segment
boundary is marked at the picture whose changing rate of
the translational angle is considerably high, i.e. there is a
sharp turn in camera movement. To do that, the derivative
of the translational angle is compared with a threshold #�����- .
4.5 Key-frame selection

The video sequence can be represented by key-frames,
which are selected based on object characteristics and cam-
era motion. Object-based criteria ensure, that each fore-
ground object is visible in at least one key-frame. For ob-
jects with a long lifespan, additional key-frames are selected
to depict their motion direction. For segments with camera
motion, additional key-frames will be selected to show the
complete background covered by a camera pan.

5 A UMM prototype - the M3Box

The MultiMedia Messaging Box M3Box is a UMM pro-
totype which demonstrates the concepts described. The user
can record a video message on a simulated multimedia mo-
bile phone. The recorded video is then analyzed automat-
ically to detect segments and select key-frames. After this
analysis, the user can manually add text and audio annota-
tions to the message and add or delete key-frames. Figure 2
depicts the easy-to-use interface to perform the annotation
task. The timeline visualizes the result of the segmentation

and keyframe selection as well as text annotations provided
by the user. Segmentation results and additional annota-
tions are encoded in MPEG-7 and sent to the M3Box server
together with the video and audio data.

On the server, the video message is transcoded to a for-
mat which is understood by the device of the message re-
cipient and which meets his/her current preferences. This
may mean to play only selected video segments or to re-
place video segments by key-frames. Since the MPEG-7
message description follows the XML syntax, XSLT style
sheets can be used to filter the message meta data. This
filtering process generates the framework for controlling
the presentation of the message on the device by means of
HTML pages or SMIL scripts. Furthermore, the necessary
transformations of the media data by external tools are ini-
tiated as well, e.g., to extract the image data of the key-
frames from the video bitstream. A detailed description of
the M3Box system can be found in [2].

Figure 2. Video message creation interface. The
user is supported by automatic analysis and time-
line visualization.

Figure 3 shows the results of adapting a video message
containing the ’foreman’ video sequence to a device or situ-
ation where no video playback is possible. Three segments
have been generated by the video analysis on the sender’s
device: a still segment at the beginning with an additional
keyframe due to object motion, a pan-and-tilt segment de-
picting the range covered by the camera motion by three
key-frames in the middle of the clip and another still seg-
ment with no object movements at the end of the clip. Note
that no user intervention is required to generate the meta
data necessary to perform the adaptation automatically.

6 Summary and outlook

We have introduced the concept of Universal Multime-
dia Messaging which allows to send multimedia messages
from and to mobile devices. Because of the great variety of
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devices, network technologies and situation-dependent user
preferences, messages have to be adapted accordingly. This
adaptation relies on meta data which should be generated
automatically as far as possible.

After briefly reviewing existing video structuring meth-
ods, we have described a low-complexity approach to struc-
ture a video sequence by partitioning it into meaningful seg-
ments and producing a representative key-frame index. The
method has been evaluated in a prototypical UMM system.

By exploiting the motion information from the encoding
process, the proposed method is computationally efficient.
Because of the rough spatial unit (macroblock), the spatial
segmentation and object tracking algorithms consume much
less computation – compared to most pixel-based propos-
als – while still function acceptably for the task at hand.
Since the applied temporal segmentation is based on a sim-
ple function (see section 4.4), only a small complexity is
required here as well.

The proposed analysis method can be further improved
by using additional information to enhance the precision of
object detection and tracking, by exploiting other camera
motion parameters, and by using a priori knowledge about
the geometry of the objects in the video scene.
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